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Chapter 18. Layer 3 Switching and the Catalyst 6000/6500s

This chapter covers the following key topics:

· Catalyst 6000 Layer 2 Characteristics—  

Discusses the base Catalyst 6000 and 6500 configuration.

· MSM Layer 3 Switching—  

The Multilayer Switch Module (MSM) is a router-on-a-stick configuration that provides ASIC-based routing for IP, IPX, and multicast traffic. This section discusses how to configure, use, and deploy these devices.

· MSFC Hybrid Mode Layer 3 Switching—  

The Multilayer Switch Feature Card (MSFC) Hybrid Mode is an implementation of Multilayer Switching (MLS) on the Catalyst 6000 platform. It is very similar to using MLS with a Route Switch Module (RSM) on a Catalyst 5000 (only much faster). This section looks at how to configure and implement this technology.

· MSFC Native IOS Mode Layer 3 Switching—  

The MSFC Native IOS Mode brings the effectiveness of Cisco's IOS in Layer 2/switched networks to new heights. By allowing the Catalyst 6000 to run a full copy of Cisco's traditional router software for both Layer 3 and Layer 2 processing, this represents an exciting and powerful tool for campus designs and implementations.

Note
The term MSFC is used in this chapter to refer to both the MSFC and the Policy Feature Card (PFC). Note that currently the MSFC cannot be purchased without an accompanying PFC. On the other hand, a PFC can be purchased and used without an MSFC. This configuration supports QoS and access list functionality (but not Layer 3 switching).

The Catalyst 6000 family represents a significant step forward in switching technology while retaining a strong foundation in existing and proven Cisco designs. As this chapter discusses, the Catalyst 6000s and 6500s can act as faster versions of Layer 2 Catalyst 5000s. For shops starved for Gigabit Ethernet bandwidth and port density, this can be extremely useful. However, it is the Layer 3 switching capabilities of the Catalyst 6000s that set them apart from other switches and is the primary focus of this chapter.

Because of these powerful new features, the Catalyst 6000s are intentionally discussed in the last chapter of this book. In essence, the 6000s draw on material learned in virtually every prior chapter of this book but also add exciting new capabilities. For example, Chapter 4, "Configuring the Catalyst," discussed the XDI/CatOS Catalyst user interface of set , clear , and show commands. In one configuration, Catalyst 6000s use all of these commands and concepts. However, by taking advantage of the Catalyst 6000 Native IOS Mode , you can instantly convert your box into a full-fledged Cisco router (an entirely new, but familiar, user interface)! Similarly, the Catalyst 6000 can be used to implement most of the Layer 3 switching designs discussed in Chapter 11, "Layer 3 Switching." However, it goes beyond these features by offering a completely new approach to Layer 3 switch configuration and management—the previously mentioned Native IOS Mode. The Native IOS mode builds on the material discussed in Chapter 14, "Campus Design Models," and Chapter 15, "Campus Design Implementation," by supporting more flexible Layer 3 switching designs.

Catalyst 6000 Layer 2 Characteristics

In many respects, Catalyst 6000s can be viewed as bigger versions of Catalyst 5000s. This is especially true when Catalyst 6000s are configured to run the traditional Catalyst XDI/CatOS images. In this case, Catalyst 6000s use exactly the same user interface discussed in Chapter 4. Virtually every feature discussed throughout the book is supported using the same configuration steps on both products. In short, Layer 2 Catalyst 6000s look completely familiar to anyone who has configured a Catalyst 4000 or 5000.

Note
Recall from earlier chapters that XDI is the name of the UNIX-like kernel originally used to build early Catalyst devices.

Although Layer 2 Catalyst 6000s offer the same look and feel as Catalyst 5000s, they obviously offer increased capacity and throughput. For example, whereas the Catalyst 5000s use a 1.2-Gbps backplane and the 5500s use a 3.6-Gbps crossbar backplane, the 6000s use a 16-Gbps backplane (most vendors have started measuring switch capacity on a full-duplex basis, resulting in a backplane capacity rating of 32 Gbps for the 6000s). In addition to the 16-Gbps backplane, Catalyst 6500s also provide a 256-Gbps crossbar matrix (although initial Supervisor configurations do not utilize this capacity). Obviously, the 6000s and 6500s provide a dramatic increase in available Layer 2 switching throughput and Gigabit Ethernet port densities.

Because of the similarity between Layer 2 Catalyst and other Catalyst platforms discussed in detail throughout this book, this chapter does not dwell on their details.

Tip
The Catalyst 5000 Supervisor III uses an RJ-45 style console port that is pinned out in the exact opposite of the console port found on Cisco 2500 (and other) routers, creating widespread confusion when it initially shipped. The Catalyst 6000 Supervisor also uses an RJ-45 connector. However, to maintain backward compatibility with both the 2500 routers and the Catalyst 5000 Supervisor III, the Catalyst 6000 features a switch to select the pinout you prefer. When set to the in position, it uses the same console cable as a 2500 (that is, a rolled cable). When set to the out position, it uses the same cable as a Catalyst 5000 Supervisor III (a straight-through cable). To adjust the setting of this switch, use a paper clip (it is recessed behind a small hole in the faceplate).

MSM Layer 3 Switching

The initial Layer 3 switching engine for the Catalyst 6000 family consisted of the Multi-layer Switch Model (MSM). Based on Catalyst 8510 technology, the MSM provides a router-on-a-stick configuration integrated into the Catalyst 6000 chassis. Therefore, the MSM brings the power of the 8510 to the Catalyst 6000 family (namely IP and IPX routing at approximately 5 million packets per second [mpps]).

Note
The MSM contains a faster CPU that is currently used in the 8510.

From a configuration standpoint, the MSM connects to the Catalyst 6000 backplane via four Gigabit Ethernet interfaces. These interfaces are labeled as GigabitEthernet 0/0/0, 1/0/0, 3/0/0, and 4/0/0. Note that 2/0/0 is not used and that these numbers do not refer to the slot where the MSM is installed (they are always locally significant). Figure 18-1 illustrates the Catalyst 6000 backplane connections.

Figure 18-1 Conceptual Diagram of the MSM


The MSM supports two primary types of inter-VLAN router configurations:

· Using each of the Ethernet interfaces as a separate router port

· Grouping all four of the Gigabit Ethernet interfaces into a single EtherChannel bundle

One important point to note is that both options require that configuration commands be entered on both the Layer 2 Supervisor and the Layer 3 MSM. The Supervisor configuration is used to assign the MSM interfaces to VLANs or to an EtherChannel bundle, whereas the MSM configuration is used to actually configure the routing process.

Tip
The MSM requires a coordinated configuration on both the Catalyst 6000 Supervisor and the MSM itself.

Using each of the Gigabit Ethernet interfaces as a separate router port is the simplest of the two configuration types. For example, the partial configuration shown in Example 18-1 configures the interfaces to handle routing for VLANs 1–4. 

Example 18-1 Using the MSM Interfaces as Unique Router Ports

interface GigabitEthernet0/0/0 ip address 10.0.1.1 255.255.255.0 no ip redirects no ip directed-broadcast ! interface GigabitEthernet1/0/0 ip address 10.0.2.1 255.255.255.0 no ip redirects no ip directed-broadcast ! interface GigabitEthernet3/0/0 ip address 10.0.3.1 255.255.255.0 no ip redirects no ip directed-broadcast ! interface GigabitEthernet4/0/0 ip address 10.0.4.1 255.255.255.0 no ip redirects no ip directed-broadcast 

This configuration is conceptually identical to the router-on-a-stick configuration discussed in the "One-Link-per-VLAN" section of Chapter 11. Each interface is configured with a single VLAN and an IP address. Example 18-2 shows the corresponding Supervisor configuration that is used to assign each MSM interface to a separate VLAN. 

Example 18-2 Supervisor Configuration for Unique Router Ports

Cat6000 (enable) set vlan 1 7/1 VLAN Mod/Ports ---- ----------------------- 1 1/1-2 2/1-2 3/3-24 4/3-24 5/1-2,5/5-8 7/1-4 Cat6000 (enable) set vlan 2 7/2 VLAN 2 modified. VLAN 1 modified. VLAN Mod/Ports ---- ----------------------- 2 1/1-2 5/7 7/1-4 Cat6000 (enable) set vlan 3 7/3 Vlan 3 configuration successful VLAN 3 modified. VLAN 2 modified. VLAN Mod/Ports ---- ----------------------- 3 1/1-2 5/7 7/1-4 Cat6000 (enable) set vlan 4 7/4 Vlan 4 configuration successful VLAN 4 modified. VLAN 3 modified. VLAN Mod/Ports ---- ----------------------- 4 1/1-2 5/7 7/1-4 

This assigns each MSM router interface to a separate Layer 2 VLAN. Note that Example 18-2 assumes the MSM is located in Slot 7.

Although the configuration in Example 18-1 and Example 18-2 correctly provides routing services, you can obtain a much more flexible configuration by grouping all four of the Gigabit Ethernet interfaces into a single EtherChannel bundle. By doing so, certain VLANs are not tied to specific Gigabit Ethernet ASICs onboard the MSM, allowing for a more even distribution of traffic.

To create an EtherChannel bundle on the MSM, simply follow the steps outlined in the "EtherChannel" section of Chapter 11:

Step 1. Create one subinterface for each VLAN using the interface port-channel port-channel.subinterface-number command.

Step 2. Configure each subinterface. At a minimum, this consists of assigning a VLAN with the encapsulation isl vlan-identifier command and an IP and/or IPX address (802.10 can also be used). (It is possible to configure bridging but not recommended—see the "Integration between Routing and Bridging" section of Chapter 11.)

Step 3. Assign all four Gigabit Ethernet interfaces to the Port-channel interface using the channel-group channel-number command.

Note
Although generally not useful, it is possible to create more than one Port-channel interface and assign different Gigabit Ethernet interfaces to each.

For instance, Example 18-3 displays the complete configuration from an MSM that has been configured with a single EtherChannel interface to the Catalyst 6000 backplane. 

Example 18-3 A Complete MSM Configuration Using EtherChannel 

no service pad service timestamps debug uptime service timestamps log uptime no service password-encryption ! hostname MSM ! ! ip subnet-zero ipx routing 0050.730f.6a0c ! ! interface Port-channel1 no ip address no ip directed-broadcast hold-queue 300 in ! interface Port-channel1.1 encapsulation isl 1 ip address 10.0.1.2 255.255.255.0 no ip redirects no ip directed-broadcast ipx encapsulation NOVELL-ETHER ipx network A000100 standby 1 timers 1 3 standby 1 priority 200 standby 1 preempt standby 1 ip 10.0.1.1 ! interface Port-channel1.2 encapsulation isl 2 ip address 10.0.2.2 255.255.255.0 no ip redirects no ip directed-broadcast ipx encapsulation NOVELL-ETHER ipx network A000200 standby 2 timers 1 3 standby 2 priority 100 standby 2 preempt standby 2 ip 10.0.2.1 ! interface Port-channel1.3 encapsulation isl 3 ip address 10.0.3.1 255.255.255.0 no ip redirects no ip directed-broadcast ipx encapsulation NOVELL-ETHER ipx network A000300 ! interface GigabitEthernet0/0/0 no ip address no ip directed-broadcast no negotiation auto channel-group 1 ! interface GigabitEthernet1/0/0 no ip address no ip directed-broadcast no negotiation auto channel-group 1 ! interface GigabitEthernet3/0/0 no ip address no ip directed-broadcast no negotiation auto channel-group 1 ! interface GigabitEthernet4/0/0 no ip address no ip directed-broadcast no negotiation auto channel-group 1 ! router eigrp 1 passive-interface Port-channel1.1 passive-interface Port-channel1.2 network 10.0.0.0 ! ip classless ! ! line con 0 transport input none line aux 0 line vty 0 4 no login ! no scheduler allocate end 

Example 18-3 configures three subinterfaces on the EtherChannel interface: one each for VLAN 100, VLAN 101, and VLAN 102. All four of the Gigabit Ethernet interfaces have been included in the channel to provide a single high-speed pipe to the rest of the Catalyst.

To create the EtherChannel on the Layer 2 Supervisor, the commands shown in Example 18-4 are required. 

Example 18-4 Supervisor Configuration for Unique Router Ports

Cat6000> (enable) set port channel 7/1-4 on Ports 7/1-4 channel mode set to on. Cat6000> (enable) set trunk 7/1 nonegotiate isl Port(s) 7/1 trunk mode set to nonegotiate. Port(s) 7/1 trunk type set to isl. 

These two commands first assign all four MSM interfaces to a single EtherChannel interface and then enable ISL trunking across the entire bundle. (Although the trunk command is only entered for Port 7/1, it is automatically applied to all four ports.)

Note
Notice that the MSM, being derived from 8500 technology, functions under the switching router form of Layer 3 switching discussed in Chapter 11.

MSFC Hybrid Mode Layer 3 Switching

The second phase of Layer 3 switching for the Catalyst 6000 family introduced the Hybrid Mode for the Multilayer Switch Feature Card (MSFC). This introduced the Multilayer Switching (MLS) style Layer 3 switching to the Catalyst 6000 platform.

This section discusses the hardware used by the MSFC Hybrid Mode as well as configuration concepts and syntax. This section also discusses the advantages and disadvantages of this approach.

MSFC Hybrid Mode Hardware

From a hardware perspective, the MSFC is extremely similar to the Route Switch Feature Card (RSFC) that is available for the Catalyst 5000s. The MSFC installs as a pair of daughter cards to the Catalyst 6000 Supervisor. After installation, the Supervisor consists of three components:

· The Supervisor itself (also referred to as a Switch Processor [SP])

· The PFC—An MLS SP engine very similar to the Catalyst 5000 NetFlow Feature Card (NFFC).

· The MSFC—A Route Processor (RP) engine.

Figure 18-2 illustrates these three components.

Figure 18-2 MSFC Components
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The Supervisor/SP contains a RISC CPU and the ASICs necessary to perform the duties of a Layer 2 switch. The PFC uses technology similar to the NFFC discussed in the "MLS" section of Chapter 11. Functioning as a flexible pattern matching and rewrite engine, it can be used to provide a wide range of high-speed features such as Layer 3 switching, Quality/Class of Service (QoS/CoS), multicast support, and security filtering. From a Layer 3 switching perspective, it provides the MLS-SE shortcut services discussed in Chapter 11. (Technically speaking, the PFC replaces the Layer 2 forwarding ASIC on the Supervisor and also assumes these duties.) The MSFC daughter card is derived from the NPE-200 used in the Cisco 7200 routers. Being a high-performance and feature-rich router, it handles the MLS-RP end of the MLS scheme and routes the first packet in every IP and IPX flow. It can also be used to provide software-based routing for other protocols such as AppleTalk and DECnet (expect forwarding rates of approximately 125,000 –150,000 pps).

In short, the MSFC Hybrid Mode offers the equivalent of a souped up Catalyst 5000 Route Switch Module (RSM) and NFFC in a single-slot solution.

MSFC Hybrid Mode Configuration Concepts

Configuring the MSFC Hybrid Mode is virtually identical to RSM-based MLS configurations discussed in the "Configuring MLS" section of Chapter 11. It uses the same interface vlan vlan_number concepts for its configuration. Routing protocols and other features use the same RSM-like commands.

The MSFC RP is also similar to the RSM in that it uses a full IOS image, thereby creating the same split personality seen in the RSM sections of Chapter 11. When connected to the console port of the Catalyst Supervisor, you are presented with the usual set, clear, and show commands available in all Catalysts using the XDI/CatOS interface. However, by using the session command, you create a virtual connection to the MSFC RP. This instantly transforms you from the world of Catalyst XDI/CatOS to the realm of router IOS.

Recall from Chapter 11 that the session command requires a parameter consisting of the router's slot number. In the case of the RSM, this can easily be determined by visual inspection. In the case of the MSFC RP, which operates as a daughter card in Slot 1 and/or Slot 2, the numbering scheme is less obvious because it uses a virtual slot number. One way to determine the appropriate slot is to use the show module command as seen in Example 18-5. 

Example 18-5 Using the show module Command to Determine the MSFC RP Virtual Slot Number

Cat6000 (enable) show module Mod Slot Ports Module-Type Model Status --- ---- ----- ------------------------- ------------------- -------- 1 1 2 1000BaseX Supervisor WS-X6K-SUP1-2GE ok 15 1 1 Multilayer Switch Feature WS-F6001-RSFC ok 3 3 24 100BaseFX MM Ethernet WS-X6224-100FX-MT ok 4 4 24 100BaseFX MM Ethernet WS-X6224-100FX-MT ok 5 5 8 1000BaseX Ethernet WS-X6408-GBIC ok 6 6 48 10/100BaseTX (RJ-45) WS-X6248-RJ-45 ok Mod Module-Name Serial-Num --- ------------------- ----------- 1 SAD03070893 15 3024158973 3 SAD03080262 4 SAD03080421 5 SAD03040595 6 SAD03142742 Mod MAC-Address(es) Hw Fw Sw --- -------------------------------------- ------ ---------- ----------------- 1 00-50-54-6c-a9-e6 to 00-50-54-6c-a9-e7 1.4 5.1(1) 4.2(0.24)DAY35 00-50-54-6c-a9-e4 to 00-50-54-6c-a9-e5 00-50-3e-05-58-00 to 00-50-3e-05-5b-ff 15 00-50-73-ff-ab-00 to 00-50-73-ff-ab-ff 0.305 12.0(2.6)T 12.0(2.6)TW6(0.14) 3 00-50-54-6c-a5-34 to 00-50-54-6c-a5-4b 1.2 4.2(0.24)V 4.2(0.24)DAY35 4 00-50-54-6c-a4-74 to 00-50-54-6c-a4-8b 1.2 4.2(0.24)V 4.2(0.24)DAY35 5 00-50-f0-a8-44-64 to 00-50-f0-a8-44-6b 1.4 4.2(0.24)V 4.2(0.24)DAY35 6 00-50-f0-aa-58-38 to 00-50-f0-aa-58-67 1.0 4.2(0.24)V 4.2(0.24)DAY35 Mod Sub-Type Sub-Model Sub-Serial Sub-Hw --- ----------------------- ------------------- ----------- ------ 1 L3 Switching Engine WS-F6K-PFC SAD03152173 0.205 Cat6000 (enable) 

Notice that the second line (marked in bold type) under the uppermost headers in Example 18-5 lists the MSFC RP as a Multilayer Switch Feature WS-F6001-RSFC in Slot 15.

Note
Example 18-5 shows the output of a 6009/6509 containing a single Supervisor in Slot 1. An MSFC physically located in Slot 2 uses a virtual slot number of 16. A 6006/6506 also uses Slots 15 and 16.

Therefore, by entering the command session 15, you are connected to the MSFC RP where you can enter router commands.

Tip
Although the numbering pattern is fairly simple, use the show module command to determine and remember the virtual slot numbers used by MSFC RP modules.

Configuring MLS with MSFC Hybrid Mode

As with the RSM and Catalyst 5000 Supervisor MLS configurations, the Layer 2 Catalyst Supervisor has MLS processing enabled by default (in fact, it currently cannot be disabled on a Catalyst 6000). Also similar to MLS on the 5000s, the MSFC RP is not configured to provide MLS service by default. To add MLS to an already functioning MSFC RP router configuration, complete the following four-step process:

Step 1. Globally enable MLS on the RP with the mls rp ip command. (You can also use mls rp ipx for the IPX protocol.)

Step 2. Configure a VLAN Trunking Protocol (VTP) domain for each VLAN interface using the mls rp vtp-domain domain_name command.

Step 3. Enable MLS on each VLAN interface using the mls rp ip or mls rp ipx commands.

Step 4. Select one or more router interfaces to send MLSP packets using the mls rp management-interface command.

Note
Chapter 11 presented this list as a five-step list because it included a step (Step 3) to configure non-trunk links on external routers. Because this is not necessary for integrated routers such as the MSFC RP, this step has been omitted here.

For example, the configuration displayed in Example 18-6 enables MLS for VLANs 1 through 3 on an MSFC RP (both IP and IPX are configured) 

Example 18-6 A Complete MSFC RP Configuration for MLS

no service pad service timestamps debug uptime service timestamps log uptime no service password-encryption ! hostname MSFC-RP ! boot system flash bootflash:c6msfc-js-mz.120-2.6.TW6.0.14.bin ! ! ip subnet-zero ! ip cef ipx routing 0000.2100.0000 mls rp ip mls rp ipx ! ! interface Vlan1 ip address 10.0.1.2 255.255.255.0 no ip redirects no ip directed-broadcast no ip route-cache cef ipx network A000100 mls rp vtp-domain Skinner mls rp management-interface mls rp ip mls rp ipx standby 1 timers 1 3 standby 1 priority 200 preempt standby 1 ip 10.0.1.1 ! interface Vlan2 ip address 10.0.2.2 255.255.255.0 no ip redirects no ip directed-broadcast no ip route-cache cef ipx network A000200 mls rp vtp-domain Skinner mls rp ip mls rp ipx standby 2 timers 1 3 standby 2 priority 100 preempt standby 2 ip 10.0.2.1 ! interface Vlan3 ip address 10.0.3.1 255.255.255.0 no ip directed-broadcast no ip route-cache cef ipx network A000300 mls rp vtp-domain Skinner mls rp ip mls rp ipx ! router eigrp 1 passive-interface Vlan1 passive-interface Vlan2 network 10.0.0.0 ! ip classless no ip http server ! ! line con 0 transport input none line vty 0 4 login ! end 

Note that the configuration in Example 18-6 is functionally equivalent to the MSM configuration shown in Example 18-3.

Example 18-7 shows the results of show mls rp on the MSFC RP. 

Example 18-7 Output of show mls rp on MSFC RP

MSFC-RP# show mls rp ip multilayer switching is globally enabled ipx multilayer switching is globally enabled ipx mls inbound acl overide is globally disabled mls id is 0000.2100.0000 mls ip address 127.0.0.12 mls ip flow mask is destination mls ipx flow mask is destination number of domains configured for mls 1 vlan domain name: Skinner current ip flow mask: destination ip current/next global purge: false/false ip current/next purge count: 0/0 current ipx flow mask: destination ipx current/next global purge: false/false ipx current/next purge count: 0/0 current sequence number: 1507018760 current/maximum retry count: 10/10 current domain state: change domain uptime: 00:08:32 keepalive timer not running retry timer expires in 1 seconds change timer not running fcp subblock count = 3 1 management interface(s) currently defined: vlan 1 on Vlan1 2 mac-vlan(s) configured for multi-layer switching 2 mac-vlan(s) enabled for ip multi-layer switching: mac 0050.73ff.ab38 vlan id(s) 1 2 2 mac-vlan(s) enabled for ipx multi-layer switching: mac 0050.73ff.ab38 vlan id(s) 1 2 router currently aware of following 0 switch(es): no switch id's currently exists in domain 

The first section of Example 18-7 shows useful information such as whether IP and IPX MLS are enabled and the currently active flow masks. The next section documents aspects of the MultiLayer Switching Protocol (MLSP) such as the VTP domain name and MLSP sequence number.

Example 18-8 displays the output of show mls on the Catalyst SP. 

Example 18-8 Output of show mls on the Catalyst 6000 Supervisor

Cat6000 (enable) show mls Total packets switched = 5683 Total Active MLS entries = 87 IP Multilayer switching aging time = 256 seconds IP Multilayer switching fast aging time = 0 seconds, packet threshold = 0 IP Current flow mask is Destination flow Active IP MLS entries = 55 Netflow Data Export version: 8 Netflow Data Export disabled Netflow Data Export port/host is not configured. Total packets exported = 0 IP MLS-RP IP MLS-RP ID XTAG MLS-RP MAC Vlans --------------- ------------ ---- ----------------- ---------------- 127.0.0.12 15 1 00-50-73-ff-ab-38 1,2,3 IPX Multilayer switching aging time = 256 seconds IPX flow mask is Destination flow IPX max hop is 255 Active IPX MLS entries = 0 IPX MLS-RP IP MLS-RP ID XTAG MLS-RP MAC Vlans --------------- ------------ ---- ----------------- ---------------- 127.0.0.12 15 1 00-50-73-ff-ab-38 1,2 

Example 18-8 shows some of the statistics collected from the NFFC/PFC. For example, the total number of packets Layer 3 switched using MLS is shown on the first line. The second line displays the total number of active shortcut entries in the NFFC/PFC cache. The output also displays information on aging, flow masks, NetFlow Data Export, and IP/IPX MLS-RPs.

For more information on configuring MLS, see the "MLS" section of Chapter 11.

The Advantages and Disadvantages of MSFC Hybrid Mode

The MSFC Hybrid Mode is a very powerful feature because it combines the benefits of an RSM-like router with the Gigabit-speed Layer 3 switching of the NFFC/PFC.

Recall from Chapters 11, 14, and 15 that the RSM's most appealing feature is its very tight integration of Layer 2 and Layer 3 technology. As ports are assigned to Layer 2 VLANs on the Catalyst Supervisor, the RSM automatically places them in the appropriate Layer 3 virtual interface. This scheme is considerably more flexible and scalable than the IRB approach to Layer 2/3 integration used by router platforms such as the Catalyst 8500s (at least from a configuration and management standpoint). Because the MSFC RP functions under the same model as the RSM, it also inherits all of these benefits.

Although the tight Layer 2/3 integration of the RSM is extremely useful when creating large-scale campus networks, its software-based approach to routing can create significant bottlenecks for Gigabit-speed traffic. This is where the NFFC/PFC comes in. By providing standards-compliant, hardware-assisted Layer 3 switching capabilities, it can turbo charge the RSM or the MSFC RP. By doing so, you lose almost none of the RSM's benefits. The resulting collaboration of software and hardware creates an extremely fast yet scalable Layer 3 switching architecture.

Although many organizations have considered MLS to be nothing short of a revolution in Layer 3 switching technology, there is one downside: It requires two separate configurations using two separate user interfaces. The Layer 3 configuration must be maintained on the MSFC RP using the traditional Cisco IOS interface. On the other hand, the Layer 2 configuration must be maintained on the Catalyst Supervisor using the XDI/CatOS interface. In fact, it is the split personality nature of this approach that earns it the designation of Hybrid Mode.

Because the MSFC Hybrid Mode uses a potentially confusing mixture of two user interfaces, many organizations have asked for a way to capture the benefits of this approach to Layer 3 switching while having to deal with only a single user interface. Fortunately, this is where the MSFC Native IOS Mode comes in.

MSFC Native IOS Mode Layer 3 Switching

The MSFC Native IOS Mode approach to Layer 3 switching represents a unique and virtually ideal blend of Layer 2 and Layer 3 technology. It is the result of approximately six years of integration between Cisco routing and Catalyst switching (Cisco acquired Crescendo Communications, Inc. in the fall of 1993). Essentially, Native IOS Mode creates an environment where Catalyst 6000 switches can be completely configured and managed through the familiar and powerful IOS user interface.

The Benefits of Native IOS Mode

Chapters 11, 14, and 15 discussed the differences and unique benefits of the routing switch (MLS) and switching router (Catalyst 8500) approaches to Layer 3 switching. Table 18-1 summarizes the primary advantages and disadvantages of each. 

	Table 18-1. Primary Advantages and Disadvantages of MLS and 8500s

	Technique
	Primary Advantages
	Primary Disadvantages

	MLS
	Tight integration of Layer 2 and 3.
	Allows Layer 2 VLANs to transit the switch by default—can lead to excessively flat networks.

Requires the use of two separate user interfaces (IOS and XDI/CatOS).

	Catalyst 8500s
	Uses the familiar IOS user interface.
	Integrating Layer 2 and Layer 3 generally requires the use of Integrated Routing and Bridging (IRB), a technique that can be difficult to manage in large networks.

	 
	Offers powerful integration features with ATM.
	Too Layer 3 oriented for some campus networks.

Doesn't understand VLANs.


Although both approaches can be very effective in the appropriate design (MLS in Layer 2-oriented designs and 8500s in Layer 3-oriented designs), both suffer from some drawbacks (although some argue that most of these downsides are not a big deal).

Native IOS Mode is uniquely positioned in between the MLS and Catalyst 8500 approaches to Layer 3 switching. As such, it captures the Ethernet-based benefits of both while completely avoiding the downsides of both. As a result, the Native IOS Mode offers the following advantages:

· It provides an extremely useful metaphor for configuring and integrating Layer 2 and Layer 3 technology. These capabilities are discussed in detail later in the chapter.

· Because it uses a single user interface, organizations can avoid the confusion and training costs associated with supporting two interfaces.

· Because it uses the IOS interface, most network personnel can use the Native IOS Mode technology with minimal training.

· Because of the integrated user interface, organizations can more readily see and visualize their logical topology. Therefore, people are less likely to mistakenly create flat earth networks and campus-wide VLANs.

· Although it is based internally on the same MLS technology used in the Hybrid Mode, the end user is insulated from having to configure MLS directly.

· It understands and has full support for VLANs. (Although the Catalyst 6000 ASICs support Dynamic VLANs and VMPS, this feature is currently not supported on the platform because of its anticipated use as a backbone switch where all ports are hard-coded into each VLAN.)

· It maintains almost all of the Layer 2 features of the XDI/CatOS Catalysts such as VTP, DTP/DISL, and PAgP.

· These capabilities allow the Native IOS Mode MSFC to function as either a routing switch (as with MLS) or a switching router (as with 8500s). Although this can create confusion for those trying to discuss and explain such concepts, it creates an extremely powerful and flexible approach to Layer 3 switching.

· Because the differences between the Hybrid Mode and Native IOS Mode consist only of software, it is easy to convert the box between the two as an organization's needs change (it's merely a matter of changing the images on flash).

Most importantly, the Native IOS Mode allows you to achieve all of these benefits while retaining the speed of the Hybrid Mode (first generation speeds will be approximately 15 mpps).

Note
Note that the Catalyst 6000s and Native IOS Mode do not have the Catalyst 8500's ATM switching and ATM-to-Ethernet integration capabilities.

MSFC Native IOS Mode Operating Concepts

As discussed earlier in the chapter, using an MSFC results in there being two CPUs onboard the Catalyst 6000's Supervisor. One is the 150 Mhz R4700 used by the Layer 2-oriented Supervisor itself (when using a Catalyst 6000 Supervisor without an MSFC daughter card, this is the only CPU). This is referred to as the SP CPU. The second CPU is the 200 Mhz R5000 located on the RP (essentially an NPE-200 from a 7200 router).

Under the Hybrid Mode discussed in the previous section, the SP CPU runs an XDI/CatOS image and is used to control the Layer 2 side of the box, whereas the RP CPU runs the router IOS and is used to provide Layer 3 services. The key to the Native IOS Mode is that both CPUs run full IOS software. And no, this is not some warmed-over XDI/CatOS code made to look like IOS—the executable images used by both CPUs use the full-blown IOS kernel.

From a physical standpoint, the RJ-45 console port on the front of the Catalyst 6000 Supervisor is obviously connected to the SP CPUs hardware. However, during the 6000's boot cycle, control is passed to the RP CPU. Therefore, in Native IOS Mode, the RP acts as the primary CPU, and the SP acts as the secondary. All human interaction is done directly through the RP CPU. As commands are entered that affect the Layer 2/SP side of the device, commands are passed over an internal bus from the RP to the SP.

Also notice that for performance reasons, both CPUs are fully functioning (the SP CPU is not sitting completely idle). The SP CPU concentrates on port-level management (such as link up/down) and Layer 2 protocols such as Spanning Tree, VTP, and DTP. The RP CPU performs duties such as routing the first packet in every IP or IPX flow (or all packets for protocols that are not supported by the NFFC/PFC), running routing protocols, CDP, and PAgP.

The two CPUs boot from two different binary image files. First, the SP CPU takes control and loads an image from flash memory. Then, it passes control to the RP image (along with passing control of the console port) so that it can boot another image and take over as the primary CPU for the entire device.

MSFC Native IOS Mode Configuration Concepts

The unique and unified user interface of the Native IOS Mode is what sets it apart. Before digging into specific commands, this section takes a look at several concepts that underlie the configuration process.

Nonvolatile RAM 

As with all Cisco devices, there must be some place to store the configuration while the device is powered down. Almost all Cisco devices use Nonvolatile RAM (NVRAM) for this purpose. However, the Native IOS Mode MSFC is somewhat unique in that it maintains two sets of NVRAM configurations:

· The VLAN database

· The local switch configuration

Although it might appear strange at first to have two different sorts of NVRAM information, it makes complete sense upon closer inspection. Consider that each NVRAM repository is storing a different type of information. The VLAN database contains information that is global to the entire network. As information is added to this list, it should be immediately (or almost immediately) saved and shared through the entire VTP domain. (Assume that the current switch is a VTP server; for more information, see Chapter 12, "VLAN Trunking Protocol." ) Also, as VTP advertisements are received from other devices, they should immediately be saved (recall that the definition of a VTP server requires that all VLANs be saved to NVRAM). On the other hand, the switch configuration is locally significant. Furthermore, these normal IOS configuration statements are only supposed to be saved when the user enters the copy run start or write memory commands. After all, one of the benefits to the IOS is that you can make all the changes you want and return to the exact place you started from by merely rebooting the box (assuming that you did not save the new configuration).

Therefore, rather than trying to interleave the two sets of data, two completely different stores are maintained. The VLAN database holds globally significant information that gets saved right away (as it would under the XDI/CatOS interface). The switch configuration stores locally significant information only when the user enters some form of a save command.

Configuration Modes

The split in NVRAM storage also corresponds to two different configuration modes:

· VLAN database configuration mode

· Normal IOS configuration mode

VLAN Database Configuration Mode

The VLAN database configuration mode is used to control VTP information. Not only can it be used to set the VTP mode to server, client, or transparent, it provides a mechanism to add, modify, and delete VLANs. Example 18-9 shows some basic VLAN database commands from the online help system. 

Example 18-9 Using the VLAN Database Configuration Mode

NativeMode# vlan database NativeMode(vlan)# ? VLAN database editing buffer manipulation commands: abort Exit mode without applying the changes apply Apply current changes and bump revision number exit Apply changes, bump revision number, and exit mode no Negate a command or set its defaults reset Abandon current changes and reread current database show Show database information vlan Add, delete, or modify values assoicated with a single VLAN vtp Perform VTP adminsitrative functions. NativeMode(vlan)# exit APPLY completed. Exiting…. NativeMode# 

To use the VLAN database configuration mode, enter the vlan database command from the EXEC prompt. This places you in the VLAN database mode and modifies the prompt to indicate this (the prompt now consists of the RP's name and the word vlan in parentheses). As shown by the online help in Example 18-9, the vtp command can be used to control the VTP configuration of a device. For example, set vtp client and set vtp transparent change a Catalyst to client and transparent modes, respectively. The device can be returned to the default of server mode with the command set vtp server. The command set vtp domain Skinner changes the VTP domain name to Skinner. There are other commands to control VTP features such as passwords, pruning, and version 2 support.

The vlan command shown in Example 18-9 can be used to add, delete, or modify VLANs. For example, the command vlan 2 name Marketing creates VLAN 2. Then, issuing the command vlan 2 name Finance changes the VLAN's name from Marketing to Finance. Entering no vlan 2 removes VLAN 2 altogether. When creating or modifying VLANs, additional parameters can be specified to control attributes such as MTU and media type. Example 18-10 shows a list from the online help screen. 

Example 18-10 Online Help Listing of Available VLAN Parameters

NativeMode(vlan)# vlan 3 ? are Maximum number of All Route Explorer hops for this VLAN backupcrf Backup CRF mode of the VLAN bridge Bridging characteristics of the VLAN media Media type of the VLAN mtu VLAN Maximum Transmission Unit name Ascii name of the VLAN parent ID number of the Parent VLAN of FDDI or Token Ring type VLANs ring Ring number of FDDI or Token Ring type VLANs said IEEE 802.10 SAID state Operational state of the VLAN ste Maximum number of Spanning Tree Explorer hops for this VLAN stp Spanning tree characteristics of the VLAN tb-vlan1 ID number of the first translational VLAN for this VLAN (or zero if none) tb-vlan2 ID number of the second translational VLAN for this VLAN (or zero if none) <cr> NativeMode(vlan)# vlan 3 

After making changes, you can apply them. At this point, the changes are saved to the VLAN database section of NVRAM (therefore, VLAN changes made under Native IOS Mode are not as immediate as those made under the XDI/CatOS interface). The exit command can be used to first apply the changes to the database and then return to the EXEC mode.

Normal IOS Configuration Mode

Contrary to VLAN database mode, the normal IOS configuration mode should be familiar to all users of traditional Cisco router platforms. To enter this mode, use the configure terminal command. From there, the usual interface interface-type interface-number, router protocol, and line line-type number submodes can be used to configure the routing characteristics of the device. To exit the normal IOS configuration mode, enter the exit command to move one level at a time up towards the EXEC mode. To jump straight from a submode to EXEC mode, use the end command or press Ctrl-Z. In Normal IOS configuration mode, commands are applied to the running configuration as soon as you press the Enter key. However, commands are only saved to NVRAM when you enter copy run start or write mem.

Native IOS Mode Interface Types

Much of the appeal of the Native IOS Mode centers around the way in which it handles the various types of ports that exist in the typical campus network. Rather than relying on IRB to mix Layer 2 and Layer 3 in the same device (as mentioned earlier, IRB can be confusing and difficult to configure and manage), Native IOS Mode has a unique approach that is powerful, flexible, and intuitive.

In all, there are two primary types of interfaces under the Native IOS Mode:

· Routed interfaces

· Switched interfaces (also called switchport interfaces)

These two primary types can be further subdivided into the following four interface types:

· Routed Physical Interfaces

· Routed SVI Interfaces

· Access Switchport Interfaces

· Trunk Switchport Interfaces

Each of these is discussed in the following sections.

Routed Physical Interfaces

Like all Cisco IOS devices, interfaces default to being routed. In this configuration, every port receives its own IP and/or IPX address. Notice that each of these must fall on a unique IP subnet or IPX network. For example, if you try to assign 10.0.1.2 to interface 5/2 when interface 5/1 has already been assigned 10.0.1.1, you receive the following message:

  10.0.1.0 overlaps with FastEthernet5/1

Tip
The Native IOS Mode and the XDI/CatOS user interfaces use the terms interface and port differently. In Native IOS Mode, Layer 3 external connections are called interfaces, and Layer 2 connections are referred to as ports (actually, switchports). Under XDI/CatOS, the term interface is used to only refer to the management entities such as SC0, SL0, and ME1 (in the case of SC0 and SL0, these are logical ports that you cannot see and touch; in the case of ME1, it is a physical port, but it cannot be used for end-user traffic). XDI/CatOS uses the term port to refer to all external points of connection (these are ports you can physically touch). This chapter uses the terms interface and port interchangeably.

Also notice that the Native IOS Mode software numbers interfaces starting from 1, not 0 (in other words, the first interface is 1/1, not 0/0). Although this is different than other IOS devices, it is consistent with the rest of the Catalyst platform.

In a similar fashion, you receive the following error message if you try to assign both interfaces to the same IPX network number:

  %IPX network 0A000100 already exists on interface FastEthernet5/1

Note
Note that this behavior is the same throughout Cisco's entire router product line. It is not some strange thing cooked up just for the Catalyst 6000 Native IOS Mode.

Access Switchport Interfaces

To place several interfaces in the same IP subnet or IPX network, a common practice in virtually all campus networks, you need to convert the port from a routed interface to a switched interface. To do so, simply enter the switchport command on the appropriate interface. For example, the code shown in Example 18-11 does this for interfaces 5/1 and 5/2. 

Example 18-11 Placing Two Interfaces in the Same VLAN (Default = VLAN 1)

NativeMode# configure terminal NativeMode(Config)# interface FastEthernet5/1 NativeMode(Config-if)# switchport NativeMode(Config-if)# interface FastEthernet5/2 NativeMode(Config-if)# switchport NativeMode(Config-if)# end NativeMode# 

Switchports automatically default to VLAN 1 (although this assignment is not made until after the switchport command has been entered). To alter this assignment, you can use additional switchport commands. First, decide if you want the interface to be an access port (one VLAN) or a trunk port (multiple VLANs using ISL or 802.1Q). This section looks at access ports (trunk ports are discussed later). To create an access port, first enter the switchport mode access command on the interface. Then enter switchport access vlan vlan-identifier to assign a VLAN. For example, Example 18-12 assigns 5/1 and 5/2 to VLAN 2. 

Example 18-12 Creating Access Port in VLAN 2

NativeMode# configure terminal NativeMode(Config)# interface FastEthernet5/1 NativeMode(Config-if)# switchport mode access NativeMode(Config-if)# switchport access vlan 2 NativeMode(Config-if)# interface FastEthernet5/2 NativeMode(Config-if)# switchport mode access NativeMode(Config-if)# switchport access vlan 2 NativeMode(Config-if)# end NativeMode# 

However, trying to assign an IP address to 5/1 or 5/2 at this point does not work. If you try this, the RP outputs the following message:

  % IP addresses may not be configured on L2 links.

If you think about it, this makes complete sense—these two interfaces have been converted to Layer 2 ports that do not directly receive Layer 3 IP and IPX addresses. This is the same restriction placed on other Layer 2 ports. For example, you cannot apply IP addresses to ports in the XDI/CatOS Catalyst configuration. Also, when using bridging on IOS-based Cisco routers, you cannot assign Layer 3 addresses to the same interface that contains a bridge-group (the software lets you make the assignment, but the interface is now routing that protocol, not bridging it; see Chapter 11 for more information on bridge-groups).

Routed SVI Interfaces

To assign an IP address to 5/1 and 5/2, you need a separate interface that can act as the routed interface on behalf of both switchports. This is where the Switch Virtual Interface (SVI) comes in. SVIs use names like interface VLAN 1 and interface VLAN 2. These interfaces receive the Layer 3 information for each VLAN. As switchports are added and removed from various VLANs, they automatically participate in the Layer 3 environment created by the appropriate SVI.

Note
Notice that this is the same as the RSM. In fact, it is this automatic linkage between Layer 3 SVI VLAN interfaces and Layer 2 switchports that makes the Native IOS Mode such an attractive vehicle for configuring campus networks.

To create an SVI, simply enter the interface VLAN vlan-identifier command. This places you in interface mode for that VLAN (the prompt changes to RP_Name(Config-if)#) where you can configure the appropriate Layer 3 information. For example, Example 18-13 creates and configures VLANs 1 and 2 with IP and IPX addresses. 

Example 18-13 Creating Two SVI Interfaces

NativeMode# config t NativeMode(Config)# interface vlan 1 NativeMode(Config-if)# ip address 10.0.1.1 255.255.255.0 NativeMode(Config-if)# ipx network 0A000100 NativeMode(Config-if)# interface vlan 2 NativeMode(Config-if)# ip address 10.0.2.1 255.255.255.0 NativeMode(Config-if)# ipx network 0A000200 NativeMode(Config-if)# end NativeMode# 

Note
Although all ports are assigned to VLAN 1 by default, the VLAN 1 SVI does not exist by default. To assign Layer 3 attributes to VLAN 1, you must create this SVI.

Trunk Switchport Interfaces

Finally, trunk interfaces can be created to carry multiple VLANs using ISL or 802.1Q encapsulations. To apply trunking to a switchport, simply enter the switchport trunk encapsulation [ dot1q | isl | negotiate ] command. Several other switchport trunk parameters can be used to tune the behavior of the trunk. The native parameter can be used to set the 802.1Q native VLAN (this VLAN is sent untagged). The allowed parameter can be used to control the VLANs that are forwarded out that interface. Similarly, the pruning parameter can be used to control VTP pruning on the link.

For example, the code in Example 18-14 makes Port 5/10 an ISL trunk for VLANs 1—10. 

Example 18-14 Creating a Trunk

NativeMode# configure terminal NativeMode(Config)# interface FastEthernet5/10 NativeMode(Config-if)# switchport NativeMode(Config-if)# switchport trunk encapsulation isl NativeMode(Config-if)# switchport trunk allowed vlan remove 11-1000 NativeMode(Config-if)# end NativeMode# 

Therefore, in total, the MSFC Native IOS Mode uses four port/interface types as summarized in Table 18-2. 

	Table 18-2. MSFC Native IOS Mode Port/Interface Types

	Port/Interface Type
	Use
	Sample Configuration Commands

	Routed Physical Interface
	Used to configure interfaces functioning as fully routed port. Conceptually, these interfaces are similar to ones found on traditional Cisco router platforms.
	interface GigabitEthernet1/1 ip address 10.0.1.1 255.255.255.0 ipx network FEEDFACE

	Routed SVI Interface
	Acts as the single routed interface for the collection of all switchports assigned to a given VLAN.
	interface Vlan1 ip address 10.0.1.1 255.255.255.0 ipx network FEEDFACE

	Access Switchport Interface
	Used to configure a Layer 2 port that belongs to one VLAN.
	interface GigabitEthernet1/1 switchport switchport access vlan 1 switchport mode access

	Trunk Switchport Interface
	Used to configure a Layer 2 port that belongs to multiple VLANs.
	interface GigabitEthernet1/1 switchport switchport trunk


Native IOS Mode Configuration

Figure 18-3 extends the discussion in the previous section to present a conceptual diagram of the Catalyst 6000 Native IOS Mode.

Figure 18-3 Conceptual Diagram of the MSFC Native IOS Mode
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In Figure 18-3, the Gigabit Ethernet ports on the Supervisor (1/1 and 1/2) have been configured as fully routed interfaces. Slot 5 contains a Fast Ethernet line card. Ports 5/1–5/3 have been configured as Layer 2 switchports in VLAN 2. Ports 5/4–5/6 have been configured as switchports in VLAN 3. Port 5/10 has been configured as an 802.1Q trunk. Summarized configuration examples are also illustrated in the figure. As shown in Figure 18-3, the Native IOS mode centers around the concept of a virtual router. Physically routed ports such as Gigabit Ethernet 1/1 and 1/2 directly connect to the virtual router. In the case of switchports, they connect to the router via an SVI. The SVI acts as a logical bridge/switch for the traffic within that VLAN. It is also assigned the Layer 3 characteristics of that VLAN for the purpose of connecting to the virtual router. Trunk links use the magic of ISL and 802.1Q encapsulation to simultaneously connect to multiple VLANs and SVIs.

The sections that follow walk step-by-step through a complete MSFC Native IOS Mode configuration that is similar to the MSM and MSFC configurations shown in Example 18-2 and Example 18-4.

The steps for completing the MSFC Native IOS Mode configuration are as follows:

Step 1. Assign a name to the router

Step 2. Configure VTP

Step 3. Create the VLANs

Step 4. Configure the Gigabit Ethernet uplinks as routed interfaces

Step 5. Configure the VLAN 2 switchports

Step 6. Configure the VLAN 3 switchports

Step 7. Configure a trunk switchport

Step 8. Configure the SVI interfaces

Step 9. Configure routing

Figure 18-4 illustrates the resulting configuration.

Figure 18-4 Conceptual Diagram for Configuration Example
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Step 1: Assign a Name to the Router

Using the commands shown in Example 18-15, assign a name to the Catalyst Supervisor. 

Example 18-15 Assigning a Name to the Catalyst

Router> en Router# configure terminal Enter configuration commands, one per line. End with CNTL/Z. Router(config)# hostname NativeMode NativeMode(config)# end NativeMode# 

Step 2: Configure VTP

Configure VTP to place the Catalyst in VTP transparent mode and to use a VTP domain of Skinner as displayed in Example 18-16. 

Example 18-16 Configuring VTP

NativeMode# NativeMode# vlan database NativeMode(vlan)# vtp transparent Setting device to VTP TRANSPARENT mode. NativeMode(vlan)# vtp domain Skinner Changing VTP domain name from Null to Skinner 

Step 3: Create the VLANs

Create VLANs 2 and 3 in the VLAN database (VLAN 1 exists by default). Use the exit command to apply the VLAN and VTP changes and return to EXEC mode. This is shown in Example 18-17. 

Example 18-17 Creating Two New VLANs

NativeMode(vlan)# vlan 2 name Marketing VLAN 2 added: Name: Marketing NativeMode(vlan)# NativeMode(vlan)# vlan 3 name Engineering VLAN 3 added: Name: Engineering NativeMode(vlan)# exit APPLY completed. Exiting…. NativeMode# 

Tip
The apply command can be used to apply the VTP and VLAN changes without leaving the vlan database mode.

Step 4: Configure the Gigabit Ethernet Uplinks As Routed Interfaces

The Gigabit Ethernet uplinks 1/1 and 1/2 are used to connect to the remainder of the network. To maximize Layer 3 hierarchy and scalability, these ports function as routed interfaces. Enter the commands shown in Example 18-18 to complete this task. 

Example 18-18 Configuring the Uplink Ports as Routed Interfaces

NativeMode# configure terminal NativeMode(config)# interface gigabitEthernet 1/1 NativeMode(config-if)# ip address 10.100.100.1 255.255.255.0 NativeMode(config-if)# no shutdown NativeMode(config-if)# NativeMode(config-if)# interface gigabitethernet 1/2 NativeMode(config-if)# ip address 10.200.200.1 255.255.255.0 NativeMode(config-if)# no shutdown NativeMode(config-if)# 

Step 5: Configure the VLAN 2 Switchports

Ports 5/1–5/3 are used as access ports for server connections in VLAN 2. Example 18-19 illustrates these steps. 

Example 18-19 Configuring the Access Ports in VLAN 2

NativeMode(config)# interface fastethernet 5/1 NativeMode(config-if)# switchport NativeMode(config-if)# switchport mode access NativeMode(config-if)# switchport access vlan 2 NativeMode(config-if)# interface fastethernet 5/2 NativeMode(config-if)# switchport NativeMode(config-if)# switchport mode access NativeMode(config-if)# switchport access vlan 2 NativeMode(config-if)# interface fastethernet 5/3 NativeMode(config-if)# switchport NativeMode(config-if)# switchport mode access NativeMode(config-if)# switchport access vlan 2 

Tip
When creating similar configurations across many different ports, use the interface range command discussed in the "Useful Native IOS Mode Commands" section later in this chapter.

Step 6: Configure the VLAN 3 Switchports

Ports 5/4 and 5/5 are used as access ports for servers in VLAN 3. The commands shown in Example 18-20 can be used to provide this.

Example 18-20 Configuring the Access Ports in VLAN 3

NativeMode(config-if)# interface fastethernet 5/4 NativeMode(config-if)# switchport NativeMode(config-if)# switchport mode access NativeMode(config-if)# switchport access vlan 3 NativeMode(config-if)# interface fastethernet 5/5 NativeMode(config-if)# switchport NativeMode(config-if)# switchport mode access NativeMode(config-if)# switchport access vlan 3 

Step 7: Configure a Trunk Switchport

Port 5/7 is used to carry all three VLANs to Cat-B, a Layer 2 Catalyst. The trunk uses 802.1Q encapsulation with VLAN 1 acting as the native VLAN. The commands in Example 18-21 can be used for this configuration. 

Example 18-21 Configuring a Trunk Switchport

NativeMode(config-if)# interface fastethernet 5/6 NativeMode(config-if)# switchport NativeMode(config-if)# switchport mode trunk NativeMode(config-if)# switchport trunk encapsulation dot1q NativeMode(config-if)# switchport trunk native vlan 1 

Step 8: Configure the SVI Interfaces

The MSFC requires three SVI interfaces to provide routing services for all three VLANs. As in Example 18-3 and Example 18-6, this configuration uses HSRP on VLANs 1 and 2. All three are configured with IPX network numbers. This is illustrated in Example 18-22. 

Example 18-22 Configuring the SVI Interfaces

NativeMode(config)# interface vlan 1 NativeMode(config-if)# ip address 10.0.1.2 255.255.255.0 NativeMode(config-if)# ipx network 0A000100 NativeMode(config-if)# standby 1 timers 1 3 NativeMode(config-if)# standby 1 priority 200 preempt NativeMode(config-if)# standby 1 ip 10.0.1.1 NativeMode(config-if)# interface vlan 2 NativeMode(config-if)# ip address 10.0.2.2 255.255.255.0 NativeMode(config-if)# ipx network 0A000200 NativeMode(config-if)# standby 2 timers 1 3 NativeMode(config-if)# standby 2 priority 100 preempt NativeMode(config-if)# standby 2 ip 10.0.2.1 NativeMode(config-if)# interface vlan 3 NativeMode(config-if)# ip address 10.0.3.1 255.255.255.0 NativeMode(config-if)# ipx network 0A000300 

Step 9: Configure Routing

The commands shown in Example 18-23 can be used to configure the MSFC with EIGRP as an IP routing protocol (IPX uses IPX RIP by default). 

Example 18-23 Configuring EIGRP as a Routing Protocol

NativeMode(config)# router eigrp 1 NativeMode(config-router)# passive-interface vlan 1 NativeMode(config-router)# passive-interface vlan 2 NativeMode(config-router)# end NativeMode# 

Useful Native IOS Mode Commands

One of the benefits of the Native IOS Mode is that it implements most of the Layer 2 features found in XDI/CatOS platforms such as the Catalyst 5000. Fortunately, the IOS command-line interface (CLI) has been enhanced to include much of the information previously only found under XDI/CatOS. This section briefly displays and discusses some of the more important enhancements.

Probably the most important enhancement involves the interface range command. Without this feature, it would be necessary to individually configure hundreds of ports in a fully populated switch. Fortunately, this feature allows you to configure multiple interfaces at the same time as shown in Example 18-24. 

Example 18-24 Configuring EIGRP as a Routing Protocol

NativeMode(config)# interface range 5/1-5, 6/1-24, 7/1-48 NativeMode(config-if)# switchport mode access NativeMode(config-if)# switchport access vlan 2 NativeMode(config-if)# end NativeMode# 

This assigns 77 ports to VLAN 2 in one step, a huge time saver! In short, Example 18-24 is equivalent to the set vlan 2 5/1-5,6/1-24,7/1-48 command on XDI/CatOS-based Catalysts. Notice that interface range commands do not directly appear in the configuration. Instead, the results of Example 18-24 will appear in the output of show running-config on each of the separate 77 interfaces it references.

Tip
Be sure to use the interface range command when configuring Native IOS Mode devices.

Users accustomed to the show port and show trunk XDI/CatOS commands will find familiar ground in the enhancements to the show interface syntax. For example, the XDI/CatOS command show trunk has been ported to the show interface trunk command as shown in Example 18-25. 

Example 18-25 The show interface trunk Command

NativeMode# show interfaces trunk Port Mode Encapsulation Status Native vlan Fa5/6 on 802.1q trunking 1 Port Vlans allowed on trunk Fa5/6 1-1005 Port Vlans allowed and active in management domain Fa5/6 1-1005 Port Vlans in Spanning Tree forwarding state and not pruned Fa5/6 none NativeMode# 

Many of the show port XDI/CatOS commands have also been ported. For example, Example 18-26 displays information on counters with the show interface counters command. 

Example 18-26 The show interface counters Command

NativeMode# show interfaces counters module 1 Port InOctets InUcastPkts InMcastPkts InBcastPkts Gi1/1 1093847 284764 5739 8576 Gi1/2 0 0 0 0 Port OutOctets OutUcastPkts OutMcastPkts OutBcastPkts Gi1/1 876643 198578 4657 7765 Gi1/2 0 0 0 0 NativeMode# 

Notice that Example 18-26 uses the module module-number argument to filter the output to only show information for module 1. This option exists on most of the new switching-oriented show interface commands.

Tip
Also use the powerful Output Modifier feature introduced in IOS 12.0. Simply terminate any show command with a pipe symbol (|) and specify a pattern to match (regular expressions are supported!). There are options to include and exclude lines (including an option to output all text found after the first match). The slash (/) key can also be used to search for text.

Example 18-27 displays the output of the errors option to show interfaces counters. 

Example 18-27 The show interfaces counters errors Command

NativeMode# show interfaces counters errors module 1 Port Align-Err FCS-Err Xmit-Err Rcv-Err UnderSize Gi1/1 0 0 0 0 0 Gi1/2 0 0 0 0 0 Port Single-Col Multi-Col Late-Col Excess-Col Carri-Sen Runts Giants Gi1/1 0 0 0 0 0 0 0 Gi1/2 0 0 0 0 0 0 0 NativeMode# 

The show interfaces counters trunk command can be used to show the number of frames transmitted and received on trunk ports. Encapsulation errors are also included (use this information to check for ISL/802.1Q encapsulation mismatches).

The show vlan command has also been ported to the Native IOS Mode. In fact, as shown in Example 18-28, it is almost identical to the XDI/CatOS version of this command. 

Example 18-28 The show vlan Command

NativeMode# show vlan VLAN Name Status Ports ---- -------------------------------- --------- ------------------------------- 1 default active Fa5/6 2 Martketing active Fa5/1, Fa5/2, Fa5/3, Fa5/6 3 Engineering active Fa5/5, Fa5/6 1002 fddi-default active Fa5/6 1003 token-ring-default active Fa5/6 1004 fddinet-default active Fa5/6 1005 trnet-default active Fa5/6 VLAN Type SAID MTU Parent RingNo BridgeNo Stp BrdgMode Trans1 Trans2 ---- ----- ---------- ----- ------ ------ -------- ---- -------- ------ ------ 1 enet 100001 1500 - - - - - 0 0 2 enet 100002 1500 - - - - - 0 0 3 enet 100003 1500 - - - - - 0 0 1002 fddi 101002 1500 - 0 - - - 0 0 1003 tr 101003 1500 - 0 - - srb 0 0 1004 fdnet 101004 1500 - - - ieee - 0 0 1005 trnet 101005 1500 - - - ibm - 0 0 NativeMode# 

Review Questions

This section includes a variety of questions on the topic of campus design implementation. By completing these, you can test your mastery of the material included in this chapter as well as help prepare yourself for the CCIE written and lab tests.

	1:
	In what sort of situation would a Catalyst 6000/6500 using XDI/CatOS software and no MSFC daughter-card be useful?

	2:
	What Layer 3 switching configuration is used by the MSM?

	3:
	The MSM connects to the Catalyst 6000 backplane via what type of interfaces?

	4:
	How can ten VLANs be configured on the MSM?

	5:
	What are the advantages and disadvantages of the MSFC Hybrid Mode?

	6:
	Under the Native IOS Mode, how are switchports configured with Layer 3 information like IP addresses?

	7:
	Is a Catalyst 6000 running Native IOS Mode software more of a routing switch or a switching router?
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